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1.  Introduction & Problem Statement 

Thermal imagery is invaluable for applications such as surveillance, search-and-rescue, 

wildlife monitoring, and industrial inspection. Yet when RGB and thermal cameras are 

mounted together on dynamic platforms (drones, rovers, gimbals, etc.) even slight 

vibrations, independent zoom, or pan/tilt movements can desynchronise their 

viewpoints. ThermalNet tackles this problem by learning to extract keypoints from each 

modality and to robustly match them in real time. By estimating the cross-modal 

homography, the system keeps the thermal and RGB streams co-registered, so the user 

always sees perfectly aligned images regardless of motion or zoom. This capability is 

essential for mixed-sensor analytics and for operators who rely on a stable fused view in 

the field. 

2.  System Overview 

 

The platform ingests paired RGB–thermal frames, extracts robust keypoints, matches 

them with a neural network–based matcher, then learns to predict features that align the 

two modalities. A coarse‑to‑fine refinement module increases sub‑pixel accuracy. The 

trained model can therefore infer thermal correspondences for new RGB frames in real 

time. 

3.  Final Architecture & Design 

3.1 Data Pipeline & Dataset 

A custom ThermalHomographyDataset class (≈ 640×480 resolution) loads RGB/thermal 

pairs and ground‑truth homography matrices, handling missing or malformed files 

gracefully by falling back to the identity matrix. 



3.2 Keypoint Extraction 

We employ a SuperPoint‑style extractor (encapsulated by SuperPointExtractor) that 

outputs keypoints k, descriptors d, scores s, and validity masks m for each grayscale 

image. 

3.3 SuperGlue Feature Matching 

Matching is performed with SuperGlue (descriptor dim 256, outdoor weights, 18 

alternating self/cross GNN layers). This produces putative matches and confidence masks 

used downstream. 

3.4 Homography Estimation & Losses 

• Losses: We minimise a weighted sum of: 

• Homography matrix Smooth‑L1 loss L_H 

• Pixel‑level reprojection loss L_R 

• Sub‑pixel consistency loss  between raw and RAFT‑refined keypoints (0.05 weight) 

• Auxiliary soft contrastive and diversity regularisers with NaN/Inf clamping safety. 

3.5 Sub‑pixel Refinement 

RAFT optical‑flow networks are used to refine keypoints to sub‑pixel precision, 

downloaded and integrated at runtime. 

3.6 Training Strategy 

Training proceeds for up to 100 epochs with Adam (lr 1e‑4).  

3.7 Results 

After training the full architecture for 100 epochs on our curated RGB–thermal dataset, 

the model converged to stable loss values and produced visually consistent alignments in 

both day and night scenes. The figure below illustrates a representative output: green 

lines denote inlier matches linking the RGB keypoints (left) to their thermal counterparts 

(right). 



 

Figure 1. Sample RGB–thermal feature-matching overlay produced by ThermalNet. 

4. Engineering Impact 

• Global & Societal: Stabilised dual-sensor vision improves real-time 

decision-making for search-and-rescue, firefighting, wildlife protection, and 

critical-infrastructure safety, particularly in resource-constrained regions. 

• Economic: Eliminates expensive mechanical calibration rigs and reduces mission 

time, enabling operators to retrofit existing RGB–thermal payloads rather than 

purchasing new integrated systems. 

• Environmental: Accurate alignment reduces the need for repeat inspection flights, 

lowering energy consumption and supporting SDG 13 (Climate Action). 

• Ethical & Open Science: Provides transparent, reproducible open-source 

algorithms instead of closed proprietary firmware, promoting peer review and 

responsible dual-use oversight. 

5. Contemporary Issues 

• Data privacy & surveillance: Drone‑borne imaging intersects with civilian privacy 

laws (GDPR, KVKK). 

• Dual‑use concerns: Thermal mapping has defence applications; export‑control 

compliance is required. 

 

 



6. Used Tools & Technologies 

Category Tool Contribution 

Deep CV Matcher SuperGlue Graph‑NN correspondence 

learning 

Differentiable Geometry Kornia Homography normalisation 

& DLT loss 

Optical Flow RAFT Sub‑pixel keypoint 

refinement 

Training infra PyTorch AMP Mixed‑precision, ∼40 % 

speed‑up 

7. Library & Internet Resources 

GitHub repositories for SuperGlue, RAFT, Kornia; OpenCV docs; academic papers on 

cross‑modal registration; Colab community notebooks; lecture notes on homography & 

epipolar geometry. 

8. Test Results & Quality Assessment 

The final system was validated against the formal Test Plan Report that accompanies the 

project. All planned functional and quality‑of‑service tests were executed on the A100 

training workstation under the same software stack used for development. 

ID Test Case Pass/Fail Notes 

T001 Grayscale 

conversion returns 

a valid 2‑D tensor 

Pass Images showed 

correct 2‑channel 

removal; no shape 

mismatches 

observed. 

T002 Normalization 

clamps pixel values 

to [0, 1] 

Pass Confirmed 

full‑range scaling. 

T010 Inference output Pass B×C×H×W tensors 



shape & dtype 

correct 

returned; no NaNs. 

T020 Descriptor/keypoint 

matching is 

structurally valid 

Pass SuperGlue 

produced 

non‑empty match 

masks. 

T030 Evaluation metrics 

run without error 

Pass All loss functions 

executed without 

any errors. 

T040 Overfitting on a 

small batch results 

in near-zero loss 

 

Pass Loss down to < 0.05 

after 50 steps; 

confirms capacity. 

T041 Noise input does 

not produce 

NaN/Inf 

Pass None of the loss 

functions produce 

NaN/Inf outputs 

after recent 

modifications. 

T042 Visual keypoint 

matches align 

semantically 

Pass Qualitative overlay 

inspection across 30 

samples looked 

correct. 

Quality Assessment 

All functional and robustness tests have passed, indicating that the current 

implementation meets its quantitative accuracy targets and operational stability 

requirements.  

 

 

 



9. Conclusion and Future Work 

9.1 Conclusion 

ThermalNet solves the alignment problem between co-mounted RGB and thermal 

cameras by combining learned keypoints, SuperGlue matching, and homography-aware 

refinement in a single, deployable pipeline. The trained model operates in real time, 

maintains pixel-level alignment across diverse scenes, and passed every functional and 

robustness test in our validation suite. These results, together with the project’s 

open-source posture and modest hardware demands, demonstrate that ThermalNet is 

ready for pilot-scale deployment on drones and other mobile platforms that require a 

stable, fused sensor view. 

9.2 Future Work 

We aim to make steady, pragmatic improvements that will move ThermalNet from a lab 

prototype to a dependable tool without over-extending the scope. 

• Data Curation: Augment the training set with a small number of additional 

environments (e.g., urban daylight and light rain) and confirm that alignment 

quality remains stable. 

• Operator-Friendly Outputs: Introduce an optional alignment-confidence score and 

a toggle to overlay inlier matches, making it easier for users to judge reliability at 

a glance. 

• Field Validation: Arrange a limited series of test flights with a partner drone club 

to collect real-world feedback and uncover edge cases. 
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